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1. Answer the following questions (any ten) :
1x10=10

T RS Ted ol (R e weht)

(a) What is a standard normal variate?

e SAYRe 59 75 2
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(2)

(b)) When do we use F-test?

oIy F-=r! ofen IR @12

(c) What is meant by scaling?
“Af{e gfereet & @2

(d) When does specification error arise?

e s &f cefom Tea =2

(e} 1If the error term is not distributed
normally with 62 variance, what type of

problem may arise?

3 @ sl S Reeem SRS o forer
T (SR TE (SR ST Ued 2 7

(/ Why are there two regression lines?

YO FARE 31 5 AT ?

(g) What is adjusted R??
wfecifee R? 2
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(h)

(i

G

(k)

(3)

When does type-II error occur?

Bi2e-11 &b fom Teg 232

Why do we add a random term in a
linear regression model?

e STEEd SIfE  ore @b 4w o1 ¥ e
FN=?

What is meant by degrees of freedom?
Fogor T@ 3w & @ 2

If E(U,U{) #0, which problem does arise
in a linear regression model

Y, =a+BX; +U;?

<51 7R TRET @41 Y, = o+ X, + U, I

@

(m)
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EUU]) #0 =, (SCR'C {5 el 2 ?

What is the relation between correlation
and regression coefficients?

TR S AT 209 (GO 5T 9 7

What is critical region?

%) w2 1% 2
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(4)

(n) State the expression for normal
distribution.
YT 3B (TS TS T4 2 ?

(o) What is the difference between error
sum of square and explanatory sum of
square?

FH PR AT G ARIER I9E QTR
TEre 1207 fora |

2. Answer any five of the following questions :

2x5=10

were gt & e +fiobi ep T o :

(a) Write two wuses of Students
t distribution.

Student’s t Re3R 751 TR fera |

(b) Distinguish between type-l error and
type-II error.
Sl o W el @Y TEe oy

o=

(c) Define coefficient of determination in a
two-variable linear regression model.

T2 5 (ART e SRS FE B
w5l A |

(d) What is partial regression coefficient?
SFR SRR @TE 2
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3. Answer any four of the following questions :

( Continued )

(S)

(e) Distinguish between multicollinearity
and autocorrelation.

TR WIF T A AL ford |
() Write two assumptions of F-test.
F-(379 751 SfSqEe o4 |
fg) What are errors in variables?

BeTed FooTgR 1 192

(h) Give two reasons for arising multi-
collinearity problem.

LTI T T8I (ZRA Yo1 PR T |

5x4=20
weorq R CRICel BIfReT 2 Tae fory
(a) Explain diagrammatically the are2
property of normal distribution.
149 I 1 CIPETCOT oaa sr=rre SCeAvl

4901
() What are the properties of a good
estimator? Explain.

<b1 T SN (JFEPER I 1

{c) Explain the assumptions regarding 'the
stochastic term of the linear regressio?
mOdeI Yt =O'-+BXt +Uf'

Y, =a +BX; +U; IRF AR wifFq @

BT SITSHRETCIE 701 41 |
(TurnOver}
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(d)

(e)

(9)

(h)
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(6)

Explain the
interval.

AP SBIER 4REAR SCEsa 4 |

concept of confidence

What is a dummy variable? What is its
importance in statistical inference?

2+3=5

mﬁwiﬁmﬁ{ﬁmﬁﬁﬂmm
TR BFY A 41 |

Distinguish between individual and
joint functional form of regression
model.

TREY SWFe fesrs < W T qens
11y o7 |

Explain how the omission of relevant
variable can create a problem ip
regression analysis.

e Rorae  oarife ™ I c[re
(AL SRR 2 27, WDl F41 |

What are the methods of detecting
heteroscedasticity? Explain any two of
them.

ReaRvem Sfetear sz & 2 TR R
CRICAT JOT 7= 3541 |

( Continued )

4. Answer any four of the following questions :
‘ 10x4=40

(7))

wore ol i (FIel BIfR0T 2rs Tes faisi

(@)

(b)
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What is a normal distribution? What are
its usefulness? Assume that family
incomes are normally distributed with
p=1600 and o =200. What is the
probability that a family picked up at
random will have income (i) between
1500 and 1800, (i) below 1500 and
(iii) above 20007
[(0<Z <1 =0-3413),
(0<Z<0-5=0-1915]

s 36 7 TR IRzR o 4{ ETE

7’5 AT T@ 1w =1600 WF o =200

e SeReed [Fei @) sm 1500 €

18009 fees® @FI, (i) 15003 we@e (A

wrF (i) 20009 RS WF @R TR

Sferedr |

[(0<Z<1=0-3413),
0<Z<0.5=0-1919]

Distinguish between null hypothesis
and alternative hypothesis. When do we
use chi-square distribution? A random

( Turn QOver )

2+2+6=10



(c)

(d)
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(8)

sample of 5 students from a class was
taken. The marks scored by them are
80, 40, 50, 90 and 80. Are these sample
observations confirm that the class
average is 70?7 [Tabulated value of
t =2-78 corresponding to (n-1) d.f.]
2+3+5=10
W AREEA S G ARTEAR TwS A1
o711 Chi-3sf Req @fom Iz@ 391 =0
9B A 5 T WET AT SFRHOSIE (@l
2’5 | (odcEey 59 I 80, 40, 50, 90,
HF 80 W, €% IR THET 5C 70 I+
oAT® I 2
[(n—1) d.f3 Sesiess #feTa T+ t =2- 78]

State and prove Gauss-Markov theorem
for B; in linear regression model
Y; =Bo +BX; +U,, where Bg and B; are
parameters and U, is stochastic term. g
Y, =B +B; X, +U, FARAT FIF WHEO

- PI-RAFS Gl e SIF AN T TS By

IF B, 2166 27 W< U, Fio 70 = |

How to measure the standard errors of

regression estimator? Explain the
concepts of hypothesis testing and
forecasting. 2ieacea=1()

TEFTS  MYRd @b @ e W2
AT AN A PR AR T
341 |

( Continued )

(9)

() In a three-variable linear regression

22A/1121

model Yy =Bo +B1 Xy +B2Xp +Up;
estimate the parameters B, By, Ba- 10

qor O Y g @R AvEER
Sferedr Lo ST @ATer
Y, =B +B1 Xy By Xy +U S Bg, Bys B2
S{T54T 2 |

A production manager is trying to
estimate the contribution of labours and
machines to output. Consider the
regression model

Y =ﬁ0 +BIX1 +62X2 +U

Compute the least square estimates
including interrupt term from the
following observations :

Output (Y) Labours (X;) Machines (X2)

40 46 24
42 60 15
37 54 : 12
50 50 50
36 42 19
Apply the least square method tO
estimate the parameters. 10
GG AT AR HY W FfaE ST
Tesre Tz GRAte 75 A | o1 ST
( Turn Over )




(9)

(h)

(10 )

( 11 )
I YV =Bg +P Xy +Bp Xy +UT  TURS () Explain how specification error may
fgey 54 ARRYFER GRER 99 7[ arise if irrelevant variable is included in
Sfared : a linear regression model. Explain the
consequences of specification error.
Teomi (Y) 29 (X)) 73 (Xo) 4+6=10
40 46 24 ;
v i e HePRiE tees @[l oW [ & @
a7 54 12 &7 = ? 2 @fHT ASIPTYR A 91 |
50 50 50 :
36 42 19 * Kk
formey 35 ~(af® 92 TR AR Sfere |

What are the sources of auto-
correlation? Describe Durbin-Watson

D test. 4+6=10
T, TTEN SoPTR [ 7 URRE-ete

D =31 I 401

Explain the consequences of multi-

collinearity. 10

J2-RITTI 2O HICHATBA] 91

How can heteroscedasticity affect QLS
estimation? How would we correct for g
heteroscedastic error term if the nature
of the heteroscedasticity is known?

_ 5+5=10
SRR @emE 891 R 2 Ty
(AT BH@R MR 2
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